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1. INTRODUCTION:  THE EVOLUTION OF CASE-CONTROL STUDIES 

The emergence of a number of cases of an illness in a quantity greater than expected generally attracts attention.  To characterize such a situation, three measures of incidence are often used.  The most common may be the incidence rate QUOTE "43" 
43
, understood as the rate at which individuals of a population change from a healthy state to an ill  state.  Another commonly-used measure is the incidence proportion QUOTE "43" 
43
, defined as the proportion of individuals in a closed, at-risk population who become ill during a given period of time.   Yet another way to measure incidence is by means of the odds ratio QUOTE "43" 
43
, understood as the ratio of the number of individuals who become ill to the number of individuals who do not in a closed, at-risk population during a given period of time.   

In the attempt to ascertain the origins of the occurrence of an unusually high number of cases (an epidemic), health professionals generally attempt to examine the individual history of each onset, seeking exposures common to the affected individuals that are not typically found in the population from which the cases originated.

In the effort to understand the mechanisms governing the phenomenon in question, the next step is to verify whether or not a relationship exists between the emergence of the cases and the exposures identified.  This is the field of epidemiology, the area of knowledge dedicated to studying the relations between exposures and phenomena in the health/disease process as occurring in human populations.  A common measure of this relation is the relative risk (RR), defined as the ratio of the incidence (measured using any of the methods cited above) of a disease in an population exposed to a given set of conditions to the incidence of the same disease in a population not exposed during a specific interval of time QUOTE "36" 
36
.  

The relation between exposure and disease in human populations can be also evaluated using the attributable fraction (AF), defined as the percentage of cases that would not occur in a population during a specific time interval if a given causal factor for the disease were to be eliminated QUOTE "28" 
28
.  

Understanding regarding the causal relationships that may partially or totally explain the appearance of a series of cases, as exemplified above, is commonly obtained by means of case-control studies.  The development of these studies represents the greatest methodological contribution of epidemiology QUOTE "9" 
9
.  This type of investigation provides an effective means of obtaining population estimates of RR and AF.  The reason for the effectiveness of case-control studies derives from the capability to estimate, at a relatively low cost, the distribution of exposures in a given population using a control group.  This makes it possible to dispense with the investment of time and financial and administrative resources involved in enumerating and following a large group of individuals classified according to level of exposure.  

Epidemiology works with the causal relations between exposures and disease that occur in human populations.  The cases emerge in a population, the so-called source population, which is not always easily identifiable.  The key to the effectiveness of the case-control study is the selection of the controls.  To guarantee the estimability of the RR and AF measures, aside from random fluctuations, the distribution of exposures among controls should be the same as in the source population of cases.  

The first case-control studies were carried out in the 1920s in the United States QUOTE "48" 
48
.  Cole comments that, until the end of the 1950s, they were rarely carried out, poorly understood, and poorly regarded QUOTE "8" 
8
.  Regarding this period, Mantel and Haenszel observed that “statisticians have been somewhat reluctant to discuss the analysis of data gathered by retrospective techniques, possibly because their training emphasizes the importance of defining a universe and specifying rules for counting events or drawing samples possessing certain properties. To them, proceeding from ‘effect to cause’, with its consequent lack of specificity of a study population at risk, seems an unnatural approach.”  QUOTE "31" 
31
.  
The 1950s were decisive for the methodological development of case-control studies QUOTE "40" 
40
.  In 1951, Cornfield published the first study on the method QUOTE "10" 
10
, demonstrating that the frequencies of exposure among cases and controls – measures which are easily obtainable – could estimate a parameter of great epidemiological interest:  “the ratio of the frequency among individuals exposed relative to that among individuals who were not exposed”  QUOTE "10" 
10
.  This parameter acquired various names and interpretations in the years that followed, being known today as relative risk.  Cornfield argued in the same text that the ratio of the odds of exposure among cases and controls is a good estimator of relative risk, as long as the frequency of the disease studied is rare.  In 1954, Cochran provided the bases for stratified analysis and showed that it is possible to combine two or more 2x2 tables into a single, overall indicator of association QUOTE "7" 
7
.  In 1955, Wolf proposed the analytical bases for the odds ratio (OR), using logarithmic transformation QUOTE "55" 
55
.  In 1959, Mantel and Haenszel systematized some of the assumptions of case-control studies and indicated two methods for estimating the OR in stratified studies QUOTE "31" 
31
 which are still widely used today.  

These analyses, which conferred credibility upon case-control studies, used as their reference a design with selection of prevalent cases.  Hence emerged the term “ratio of frequency of disease”, coined by Cornfield, rather than “ratio of the incidence of disease”, which would be better adapted to the idea of relative risk.  In this design, wherein controls are allocated after all the cases have occurred (i.e., among “survivors” of the disease), and without consideration for the source population of the cases, the rarity of the disease studied is a necessary assumption in order for the resulting OR to estimate the ratio of the proportions of incidence sought in the base population of the study QUOTE "36" 
36
.  This is because, in the source population of the cases, under stationary conditions, the proportion of people exposed to a causal factor that do not become affected decreases over the course of the study.  Thus, controls sampled only at the end of the study period underestimate the frequency of exposure in the source population, consequently producing an overestimate of the association exposure/disease QUOTE "42" 
42
, which can be disregarded only in the case of a rare disease.  Another way to understand this bias is to remember that one of the principles of case-control studies is that the controls must be sampled independently of the exposure being studied QUOTE "43" 
43
.  However, people who survive the disease have a higher probability of not having been exposed, which results in a higher number of non-exposed controls than expected, thus inflating the estimated OR QUOTE "42" 
42
.  The need to meet this assumption regarding the rarity of the disease in order for the OR estimates in a case-control study to adequately estimate the RR was widely disseminated in the international epidemiology literature and incorporated in a mistakenly restricted manner into classic textbooks such as Macmahon and Pugh QUOTE "30" 
30
, with repercussions in the national literature until the present day, as can be seen in the example of Rouquayrol and Almeida Filho QUOTE "44" 
44
, widely used in Brazil.  

As the methodological refinement of case-control studies progressed, in addition to important considerations regarding the identification and control of biases, new sampling approaches were incorporated in the 1970s.  During this time, Thomas QUOTE "51" 
51
 and Kupper & collaborators QUOTE "27" 
27
 suggested the convenience, in case-control studies, of sampling controls from the entire base population at the beginning of the study before the cases occur.  This procedure became known as case-case sampling QUOTE "34" 
34
 or case-cohort design QUOTE "39" 
39
. Miettinen, in 1976, in “Estimability and estimation in case‑referent studies”, argued that, in case-control studies of this design, where it is possible that the same individual could be sampled as a control at the beginning of the study and as a case during the course of the study, the resulting OR is an unbiased estimator of the incidence risk ratio (incidence proportion ratio) of the study’s base population, without having to meet the assumption of rarity of the disease studied.  This property is described in detail in Cordeiro9 (2005).

Some years later, in the 1980s, a new way of sampling controls in population-based case-control studies gained acceptance.  In this format – known as risk-set sampling QUOTE "41" 
41
, sampling from the study base QUOTE "33" 
33
, and density sampling QUOTE "26" 
26
 – the controls are randomly sampled from the source population of cases as the cases occur, which makes the probability of being sampled proportional to the time each individual in the population was exposed to risk.  In case-control studies of this design, in which it is also possible that the same individual participate as a case as well as a control, the OR obtained is an unbiased estimate of the incidence rate ratio of the base population, and it is not necessary to meet the rare disease assumption.  This property is also described in detail in Cordeiro9 (2005).  

Bringing to a close the methodological discussion that these new sample designs occasioned, at the beginning of the 1990s, Pearce QUOTE "36" 
36
 affirmed that the meaning of the OR estimates obtained in population-based case-control studies differs if the controls are sampled based on the population of persons at risk at the beginning of the study, on the person-time experience of the source population of the cases, or on the non-diseased population at the end of the study. Case-control studies using these three methods of selecting controls estimate the incidence risk ratio, incidence rate ratio, and OR, respectively.  None of these estimates depends on any assumptions regarding the rarity of the disease studied.  The rare disease assumption is necessary only in order for the OR to be an approximation of relative risk in studies employing the traditional design of Cornfield, Mantel and Haenszel, i.e. those in which the controls are selected from among the non-diseased after all the cases have been identified QUOTE "9" 
9
.  

The estimation of the distribution of exposures in the source population, which in case-control studies is done based on the control group, generally involves considerable effort.  For this reason, research design proposals involving disease cases only already began to appear in the epidemiological literature during the period of consolidation mentioned above.  Examples included case-genotype studies QUOTE "15;18;25;46;47;49;50;52" 
15;18;25;46;47;49;50;52
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, and case-specular studies QUOTE "56" 
56
, among others QUOTE "4;35;38" 
4;35;38
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.  These were generically referred to by Greenland QUOTE "20" 
20
 as case-distribution studies or case-only studies.  They represent advances in their attempt, in particularly favorable situations, to create hypothetical distributions of exposure in source populations, or equivalently, hypothetical series of controls based on information external to the study QUOTE "20" 
20
.  The validity of estimates resulting from case-only studies depends on the validity of the assumptions used to create the distribution of exposures in the source population.  For example, for the case-genotype studies, validity depends on the model of genotype prevalence adopted; for case-cross-over studies, it will depend on stationary conditions of the exposures of the cases over time; and for the case-specular studies, it depends on the supposed exchangeability among exposures in the case’s residence and the house across the street QUOTE "20" 
20
.

Also at that time, as computers made possible the development and popularization of geographic information systems (GIS) and spatial data analysis tools, the spatial dimension began to be incorporated into the case-control method. 

The risk of disease is greater in certain places than in others.  The incidence of a given disease may be a function of the space.  In the 1990s, a specialization began to emerge focusing on case-control studies that explicitly incorporate space together with covariates affecting risk.  These were known as spatial case-control studies, and have contributed through the incorporation of spatial data analysis methods into the analytical tools of epidemiology.  This is the field to which the present research project pertains.  

2. METHODOLOGY OF SPATIAL CASE-CONTROL STUDIES 

The spatial distribution of disease cases has appeared as a constant concern of the field of epidemiology since its birth.  Only in the last two decades, however, has the spatial analysis of points begun to gain acceptance as a method of epidemiological study, being a new field of knowledge still undergoing consolidation QUOTE "54" 
54
.  Formally, a spatial pattern of points can be understood as a set of locations in a given study region representing the record of events of interest QUOTE "19" 
19
.  Additional information relative to the recorded events may be associated with these locations, in particular, the time of each occurrence.  

From a statistical point of view, an observed pattern of points may be modeled by carrying out a stochastic process.  The simplest model of a distribution of points is that of complete spatial randomness, in which events are distributed independently of one another over a region of interest.  This model has little epidemiological application (with the exception of large-scale studies) because source populations distribute themselves in spatial agglomerations determined by environmental and social factors.  In the absence of an association between space and disease - the null hypothesis - the occurrence of cases mirrors the spatial heterogeneity of the source population.  The incorporation of spatial data analysis methods into the array of epidemiological tools occurred partly in response to questions regarding the degree to which an observed agglomeration of cases is due to the agglomeration of the base of the source population.  

An intuitive way to incorporate the spatial dimension into case-control studies can be found in Bithell QUOTE "5" 
5
 and in Gatrell and collaborators QUOTE "19" 
19
.  These authors used the ratio between spatial density of cases and controls obtained using kernel estimation QUOTE "2" 
2
, area to area, as an estimator of the spatial distribution of relative risk.  

Cuzick & Edwards QUOTE "12" 
12
 proposed a way to investigate the existence of spatial agglomerations of disease by comparing the observed distribution of cases and controls in a given study with hypothetical distributions generated based on the random labeling (cases or controls) of the points observed.  

Using a variation of the “closest neighbor” method QUOTE "2" 
2
, Vieira and collaborators QUOTE "53" 
53
 proposed an algorithm for estimating the spatial distribution of OR in case-control studies.  It basically involves, given a set of locations of cases and controls, calculating the case/control odds in small areas, arbitrarily established, that cover a region of interest, and doing the ratio of these values by the case/control odds of the region as a whole.  

The methods cited above have important limitations, such as the dependence on arbitrary selection of the bandwidth to be used, and the difficulty of incorporating covariates into the analysis.   A promising alternative is the development of spatial case-control studies, which appear to be useful to verify the spatial variability of risk, and identify spatial confounding, as well as suggest causal hypotheses for future investigations.  Following are descriptions of the theoretical and methodological assumptions on which spatial case-control studies are based. 

For a given disease and a defined region ( of interest (for example, a city, district, or neighborhood), let the spatial relative risk function, as defined by Bithell QUOTE "5" 
5
, be a bivariate function defined as follows:
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where x denotes a vector of geographical coordinates in (, ((x) is the spatial density function of the occurrence of disease cases in ( (number of occurrences per unit area in location x), and ((x) is the spatial density function of the source population of cases in (.  The function ((x) integrates 1 over (, if the density of the source population is used as weighting function QUOTE "6" 
6
, that is:
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The relative risk thus defined in a given location x ( ( represents the risk of occurrence of a case in x relative to the average risk of occurrence in (.  If this is known, it can be used to obtain the absolute risk in x, as will be seen later.  
Based on an observed set of cases and controls, Kelsall & Diggle QUOTE "24" 
24
 and Diggle QUOTE "14" 
14
 proposed an interesting way to estimate ((x), described as follows:

Let C and P be the sets of locations of cases (geographical coordinates) and source population for this study, respectively.  Assume that locations in C and P are realizations of two Poisson processes QUOTE "13;22" 
13;22
, with intensity λ(x) and π(x), respectively. 

Let xi, i = 1, 2, ..., n1 be the n1 locations observed from set C.

Let xi, i = n1+1, n1+2, ..., n1+n2, be the n2 locations observed from set P with n = n1 + n2.

Let yi be an indicator associated with point xi, such that yi = 1 if xi ( C, and yi = 0 if xi ( P.

It is assumed that the cases and controls included in the study are random samples of all cases occurred (C) in ( and of the existing source population (P) in ( during the period of the study, in the proportions q1 and q2, respectively.  

Thus, conditional on the points xi, we then have that yi are mutually independent

realizations of a Bernoulli random variable QUOTE "13" 
13
 with the probability of any observed point in the combined cases and controls being a case (i.e., p(x) = Pr(yi = 1 \ xi = x)), given by:
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Based on equations 1 and 3, simple algebra can be used to demonstrate that p(x) is related to the spatial risk θ(x) via to the following expression:
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Thus, the logarithm of the spatial relative risk function ((x), aside from an additive constant c, depends only on the logit of the function p(x), defined in equation 3.  

Thus the task of modeling θ(x) is effectively reduced to modeling the logit[p(x)] based on an observed set of Bernoulli case/control outcomes yi and their associated spatial locations xi. This is essentially a familiar logistic regression QUOTE "23" 
23
 problem, although here, given the likely nonlinear spatial behavior of the risk surface, the use of a nonparametric method is more appropriate than the usual parametric approach.  For this, Kelsall & Diggle QUOTE "24" 
24
 proposed the use of a generalized additive model QUOTE "21" 
21
 (GAM) as the basic tool, whereby:
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where c is a known constant, α is an intercept to be estimated and g(x) is a smooth bivariate function of the location vector x which may be nonparametrically estimated in various ways by well-established iterative algorithms QUOTE "21" 
21
. For example, by kernel regression QUOTE "45" 
45
, local polynomial regression QUOTE "45" 
45
, or penalized regression splines QUOTE "45" 
45
.  

A convenient extension of this method involves the incorporation of non-spatial co-variates, which results in the semi-parametric model:

((x,z) = c + ( + (z + g(x)      (6)

where z is a vector of covariates of interest and ( represents its vector of effects.  The log-risk ρ(x,z) is thus modeled as linearly dependent on a non-spatial parametric component representing the effect of the covariates incorporated into the model, associated with the non-parametric, and possible non-linear, spatial component g(x).  Estimates of α, ( and g(x), as well as their associated standard errors, are obtained according to the application of the above-mentioned generalized additive model QUOTE "21" 
21
.  If the estimated risk is invariable in space, g(x) is constant and the model (equation 6) is reduced to a simple logistic regression QUOTE "23" 
23
:

((x,z) = c + ( + (z      (7)
Finally, the estimate of the relative spatial risk function (equation 1) in ( is obtained from:
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represents the estimate obtained when equation 6 is fitted to the data.  If of interest, the estimate of the spatial distribution of the incidence of cases in ( can be obtained from:  
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where î represents the estimate of the mean incidence proportion of cases in (. 

The significance of the parametric components estimated in equation 6 are obtained in the usual manner for generalized linear models, based on the size of the ratio of these estimates over their respective standard errors.  

Analytical methods for testing the significance of the spatial variation in risk estimated by equation 6 have not yet been described.  However, a Monte Carlo procedure was proposed by Kelsall & Diggle QUOTE "24" 
24
 which includes the following steps:  

a) The full model expressed by equation 6 is fitted to the data using GAM.  Predictions of response are thus obtained for each point on a previously-defined grid (e.g. 200 x 200) covering (.

b) The reduced model (null hypothesis) expressed by equation 7, which omits the spatial component g(x), is fitted to the data by means of standard logistic regression.  In this way, predictions of the probability of being a case are generated for each subject studied (cases and controls) according to the individual non-spatial component ((z).

c) Each individual in the study is randomly assigned a new status of case or control using the predicted probability in step (b) above.

d) The full model expressed in equation 6 is fitted to the modified data from step c using GAM, and new predictions of the response are obtained for each point in the same previously-defined grid used in step a.

e) Steps c and d are repeated numerous times (say 500, for example) producing simulations of the response surface corresponding to H0 (i.e., the hypothesis of spatial homogeneity of risk).  

f) Point by point over the grid defined in a, the response predicted in a is compared with the distribution of simulations under H0 obtained from e.  If this lies between ((/2)100% and (1 - (/2)100%, the corresponding location on the grid is labeled “not significant”, and the contrary is labeled “significant”.

g)  Finally, a series of maps is produced of the spatial distribution of case incidence predicted by equation 9 corresponding to pre-defined covariate values of interest of the non-spatial component (z) and excluding any grid positions determined as nonsignificant from step f.  These maps therefore show only those estimates which are significantly different from the mean case incidence in ( for the configuration selected for z (p<().

3. OBJECTIVES

In light of the considerable methodological development of case-control studies over the past 50 years, as well as the analytical contribution of geographical information systems and spatial data analysis methods to the field of epidemiology, the objectives of the present project are, in spatial case-control studies, to:

a) verify the behavior and epidemiological significance of the spatial relative risk function QUOTE "5" 
5
 when applying the following designs: case-base sampling QUOTE "34" 
34
,  risk-set sampling QUOTE "41" 
41
, and sampling based on “survivors” of the disease studied QUOTE "36" 
36
.

b) develop computer models that simulate, for a set of pre-defined demographic, geographic, and epidemiological parameters, spatial-temporal scenarios of the occurrence of cases and the process of conducting spatial case-control studies in this population.  These simulations will enable the evaluation of the behavior and the precision of the estimate of relative spatial risk function resulting from the sampling designs mentioned above in situations that simulate the complexity of the case generation process.  

c) apply a multinomial logistic regression model QUOTE "23" 
23
 to estimate the spatial distribution of the risk of occurrences when they are classified according to their severity; i.e., rather than the binary model described above which classifies individuals as cases or controls, to develop a multinomial treatment that makes it possible to estimate the spatial distribution of risk of occurrence of cases as a function of their severity.  

d) develop significance tests for non-linear components of equation 6 that could be used in parallel with, or substitute, the Monte-Carlo procedure described above.  

e) test methodological findings, particularly with respect to item c above, resulting from the re-analysis of two spatial case-control studies:  “Spatial distribution of occupational accident risk in the casual labor market in Piracicaba” (FAPESP 05/03491-9) and “Spatial distribution of dengue fever risk in the southern region of the municipality of Campinas” (FAPESP 06/01224-6).

4. METHODOLOGY  

The objectives outlined in 3.a, 3.b, 3.c and 3.d will be accomplished through the following:

i) Formation of a working group composed of all the researchers in the project, four post-doctoral research grant recipients, four doctoral students, four masters degree students, and four scientific initiation students.  

ii) Review, by the working group formed, of all the literature published on the theme over the past 16 years, using as the staring point the text by Hastie & Tibshirani QUOTE "21" 
21
: Generalized additive models. 

iii)  Weekly, decentralized seminars (i.e., held in the cities where the project researchers work) for discussion and integration of the concepts found in the readings as well as discussion and development of the analytical method for obtaining significance estimates mentioned in item 3.d, above, and the development of the multinomial approach mentioned above in item 3.c.

iv)  Trimesterly seminars with the presence of the entire working group for the presentation, discussion, and consolidation of the results of the weekly seminars (item 4.iii), as well as planning of the work for the next trimester.  The researcher from the foreign institution (Dr. Bailey) should participate in one of these seminars per year.

v) The researcher from the foreign institution will spend a period of one month each year in Brazil working with the rest of the research group at the university where the project is based.

vi) Special seminars will be held on topics related to the objectives of the project with visiting professors invited from national and international institutions.

vii)  Work-related visits to national and international university departments where research is being developed on topics related to the objectives of these project.  

viii) Regarding the simulation models mentioned in objective 3.b, above, the computer modeling will involve three stages:  

1. Definition of the initial conditions.  The model requires, as an entry, a set of parameters that represent the spatial distribution of the population at risk (and their individual attributes associated with risk), and the spatial distribution of ecological risk factors (associated with the location).  These parameters should be representative of the set of problems to which the case-control studies are to be applied.  These spatial distributions will be used to create “populations of synthetic risk”, i.e., a set of individuals with personal attributes and associated with a location in space.

2. Definition of the event-generating process.  Two event-generating processes will be considered.  The first is a contagious process, wherein the probability of an individual experiencing an event is a function of the contact with individuals who have experienced it.  This process generates spatial and temporal correlation structures.  Events that fit this category are, for example, contagious diseases and are modeled by stochastic processes of the type SIR QUOTE "1" 
1
.  The form of the strength of infection can be altered to consider different patterns of transmission, direct as well as indirect, as well as temporal and spatial variations in the strength of the infection, etc.  The second generating process is not contagious, and the probability of an individual experiencing the event is a function of characteristics of the individual him/herself or the place where he or she is.  In this case, the occurrence of an event does not interfere with the probability of the occurrence of another.  Independently of the case, the generating process will be realized based on the association of the probabilities of a “no case – case” transition for each individual in the synthetic risk population as a function of the characteristics of the individual and their environment.  Temporal series will thus be simulated.  

3. Simulation of the sampling process.  Once the process of occurrence of events has been simulated, sampling procedures can be applied that will obtain information from a sample of synthetic individuals at specific moments in time.  Based on these samples, estimators are calculated that can be compared to the “true values” obtained from the population as a whole, or based on knowledge of the generating process itself.  

The simulation models will be implemented in Python language and carried out using Linux. 

Another method that will be used to address objective 3.b, above, is the development of mathematical models using a structure of uncertainty, based on cellular automata techniques QUOTE "37" 
37
 combined with fuzzy logic, simulating the spatial spread of disease in an environment created for the simulated execution of spatial case-control studies.  This represents an additional approach to studying the behavior and precision of the estimate of the spatial relative risk function as a function of the sampling designs mentioned above.   

In the final phase of the project, to “field test” and illustrate the results obtained, a re-analysis will be conducted of data produced in two studies referred to above in item 3.e.  These are two large, ongoing spatial case-control studies (scheduled to finish in 2008), financed by FAPESP and coordinated by the coordinator of this project.  The two studies employed different sampling methods.  During data collection, the cases in both studies were also classified according to severity.  Thus, the re-analysis of the results of these two studies using the tools and methods produced in this project will be interesting and informative.

5. EXPECTED RESULTS 

The product resulting from this project will be methodological development.  We expect, by the end of the study, to:

a) understand how the properties of the risk estimates in spatial case-control studies vary in accordance with the sampling strategy;

b) know how to take the severity of the cases into consideration in the estimation of the spatial distribution of risk in case-control studies using a multinomial model;

c) know how to evaluate sample fluctuations in effect estimators in spatial case-control studies (a key question that is directly related to the verification of the statistical significance of the estimates obtained) in a manner better than that currently available in the literature; 

d) create a computer environment for simulating epidemic occurrences that will be useful, among other things, for simulating the realization of spatial case-control studies with the aim of empirically studying the effectiveness of different strategies for planning a given study.

The objectives proposed in this study are unique in the literature.  Once they have been achieved, as a whole, the project will contribute to the extension and incorporation of methodological advances in the development of case-control studies to the spatial analysis of epidemiological data.

It is also hoped that the development of this project will contribute to the consolidation of a research group and development of epidemiological methodology in our own context, focusing on spatial analysis of data, as well as strengthen the Laboratory of Spatial Analysis of Epidemiological Data (epiGeo) based in the Department of Preventive and Social Medicine in the Medical Sciences School of UNICAMP.  

6. CHRONOGRAM OF ACTIVIES

This is a thematic project whose theme is the incorporation of methodological advances in case-control studies into the spatial analysis of epidemiological data.  Unlike most epidemiological research projects (which involve sampling, recruitment and training of a team of field workers, data collection, quality control, data entry, and various additional stages), the activities will include reading, reflection, discussion, internal seminars and seminars involving visiting researchers, computational development, and scientific visits to research centers.  Given the complexity and originality of the proposed objectives and expected results, the project is predicted to extend over a period of four years as follows:

	ACTIVITY
	SEMESTER

	
	1º
	2º
	3º
	4º
	5º
	6º
	7º
	8º

	Extensive review of the literature
	X
	X
	
	
	
	
	
	

	Weekly decentralized seminars 
	X
	X
	X
	X
	X
	X
	X
	X

	Trimesterly seminars
	X
	X
	X
	X
	X
	X
	X
	X

	Special seminars with invited professors
	
	X
	
	X
	
	X
	
	X

	Visits to international research centers
	
	X
	
	X
	
	X
	
	X

	Development of an analytical method for significance estimates and application of a multinomial model
	
	X
	X
	X
	X
	X
	X
	

	Development of simulation models 
	
	X
	X
	X
	X
	X
	X
	X

	Re-analysis of spatial case-control studies
	
	
	
	
	X
	X
	X
	X

	Elaboration of scientific articles
	
	
	
	
	X
	X
	X
	X


7. ETHICAL CONSIDERATONS

This project does not involve experimentation with humans or animals, nor the generation of chemical residues.  The studies that will be re-analyzed during the project were approved by the Commission on Ethics in Research of the Medical Sciences School of UNICAMP.

8. PRESENTATION OF THE RESEARCH TEAM

A multidisciplinary team was formed for the development of the project composed of researchers with experience in the fields of epidemiology, applied mathematics, spatial statistics, and modeling of the dynamic of the spread of disease.  

The researchers involved in the project are presented below. 

8.1. Ricardo Cordeiro (Coordinator)

Graduated with a degree in Medicine from the University of São Paulo (1983), Masters degree in Medicine from the State University of Campinas (1991), Doctorate in Public Health from the State University of Campinas (1995), post-doctorate in Epidemiology from the University of California at Los Angeles (1999-2000), and second doctorate
 in Epidemiology from São Paulo State University (2001).  Currently associate professor at the State University of Campinas.  He has experience in epidemiology with emphasis in quantitative methods, mainly in the themes:  spatial data analysis, work-related accidents, worker health, health surveillance.  

Coordinated four individual research grants (FAPESP 95/4342‑3, 96/7583-4, 97/12782-9 and 00/09105-0) and one public policy research grant (FAPESP 00/13719-3).  Currently coordinating two spatial case-control studies financed through individual research grants (FAPESP 05/03491-9 and 06/01224-6). 

During the past five years, he has focused on research projects incorporating spatial analysis of epidemiological data.  In 2005, as a research grant recipient of the Scientific Improvement Overseas Program of FAPESP (process 04/09859-5), he worked on the project "Semiparametric modelling of the spatial distribution of occupational accident risk in the casual labor market, Piracicaba, Southeast Brazil" together with Professor Trevor Bailey, one of the project team members.  He currently coordinates the Laboratory of Spatial Analysis of Epidemiological Data (http://www.epigeo.net) of the Department of Preventive and Social Medicine, Medical Sciences School, UNICAMP.  

Responsibilities in the project:  coordination,  objectives 3.a and 3.e.

8.2. Laecio Carvalho de Barros (Principal Researcher)

Graduated from the University of São Paulo with a degree in Mathematics (1979), Masters in Applied Mathematics from the State University of Campinas (1992), and doctorate in Applied Mathematics from the State University of Campinas (1997). Currrently adjunct professor at the State University of Campinas working mainly in the following areas:  biomathematics, dynamic systems, fuzzy sets, fuzzy controls, and fuzzy dynamic systems.  Reviewer, since 2001, for the journals Fuzzy Sets and Systems (0165-0114) and IEEE Transactions on Fuzzy Systems (1063-6706).

Responsibilities in the project: objectives 3.b. (determinist) and 3.e.

8.3. Cláudia Torres Codeço (Researcher)

Graduated from the Federal University of Rio de Janeiro with a degree in Biological Sciences (1992), masters degree in Biomedical Engineering from the Federal University of Rio de Janeiro (1995), and doctorate in Quantitative Biology from the University Of Texas at Arlington (1998).  Currently an associate researcher with the Oswaldo Cruz Foundation (FIOCRUZ), Computer Science Program.  Experienced in the area of Population Dynamics with emphasis in mathematical modeling and the dynamics of infectious diseases.  Principal research interests:  biomathematics, epidemiology, dynamics of infectious processes, population ecology, and survival analysis.

Responsibilities in the project: objectives 3.b. (stochastic) and 3.e.

8.4. Paulo Justiniano Ribeiro Junior (Researcher)
Graduated from the Federal University of Lavras with a degree in Agronomy (1989), masters degree in agronomy from the University of São Paulo (1992), and doctorate in Statistics from the University of Lancaster (2002).  Currently adjunct professor at the Federal University of Paraná.  Experienced in the area of Probability and Statistics, with emphasis in statistics.  Principal research interests:  geostatistics, spatial statistics, statistical software, and Bayesian inference.   Currently president of the Brazilian Region of the International Biometric Society (RBRAS), member of the Advisory Committee of the Brazilian Statistics Society (ABE) and of the Advisory Council of the International Biometric Society (IBS).

Responsibilities in the project: objectives 3.c, 3.d. and 3.e.

8.5. Trevor Charles Bailey (Researcher)

Academic Qualifications: BSc., Mathematics, Hons., 1st Class, (Lond.), 1975; MSc., Mathematical Statistics, (Lond.), 1976; PhD., (Exon.), 1981. Joined the University of Exeter in 1986, having formerly lectured for four years at the Australian Graduate School of Management, University of New South Wales, Sydney, Australia. Research interests: computational statistics, applied statistical modelling, spatial statistics, spatial epidemiology. Current administrative responsibilities: Associate Dean - Faculty of Undergraduate Studies; Director of Undergraduate Studies - School Engineering, Computer Science and Mathematics; Programme Coordinator (Mathematics Programmes) - School Engineering, Computer Science and Mathematics.

Note: Professor Bailey is not currently registered in the Lattes system of the CNPq.  His curriculum vitae can be found at:  http://www.secamlocal.ex.ac.uk/~tcb/HomePage.html
Responsibilities in the project: objectives 3.c and 3.d.

In addition to the researchers listed above, the following will also participate in the project as collaborating researchers:  Marília Sá Carvalho (epidemiologist, Associate Professor at FIOCRUZ), Carlos Alberto de Bragança Pereira (statistician, Full Professor at IME/USP) and Miguel Antônio Vieira Monteiro (engineer, Senior Researcher at INPE).
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