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Abstract

A composition is a vector of proportions describing the contribution of each of k components to the

whole. We introduce an algebra for compositions that provides a natural definition for additive statistical

models. The algebra eases interpretation of treatment effects, treatment interactions, and covariates. Our

developments extend the logistic normal modeling framework of Aitchison (1982, 1986), and further extend

Aitchison’s approach to incorporate discrete observations present in many applications (i.e., counts of objects

in different groups). We demonstrate these methods in two examples. The first is a designed experiment

evaluating the effect of omnivory on the recovery of arthropod communities to disturbance. The second

evaluates the natural variability and spatial dependence of benthic invertebrate communities in the Delaware

Bay.

1 Introduction

Compositional data are vectors of proportions describing the relative contributions of each of k categories to

the whole. Mathematically, z = (z1, z2, ..., zk)
�

, where zi > 0, for all i = 1, 2, ..., k and
�k

i=1 zi = 1. The

summation constraint and bounded support require special techniques for compositional data. Aitchison (1982,

1986) introduces the logistic normal (LN) distribution as a framework for analysis of compositional data. This

∗We are grateful to Melissa Hughes of EPA Delaware and Tony Olsen of EPA Corvallis for making these data available. This

research had partial support from the United States Environmental Protection Agency under a cooperative agreement with the

University of Washington. This document has not undergone Agency review, and reflects in no way official Agency policy.
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techniques assumes multivariate normality of additive log-ratio transformed data. Thus, the inference tools

developed for multivariate normal data can be applied to the transformed compositions. Unfortunately, as

Aitchison (1986) and others (e.g., Pawlowsky and Burger, 1992) describe, interpretation of parameter estimates

on the multivariate log-odds scale is difficult. Specifically, location parameters are µi = E(log(zi/zk)) for

i = 1, 2, ..., k− 1, and elements of the covariance matrix, σij = cov(log(zi/zk), log(zj/zk)). It is often challenging

to interpret these parameters (or their estimates) in terms of the motivating scientific problem.

We present parameterization and analysis tools for improved interpretation of statistical modeling results.

Foremost is an algebra for compositions that includes addition, scalar multiplication, and a norm. In turn, these

tools provide intuitive definitions for additive error, introduction and interpretation of covariates, and distances

between composition vectors. We demonstrate these methods in two applications. In addition to the analysis

tools, we extend Aitchison’s approach to problems with discrete data, and to spatially dependent data. This is

accomplished via a hierarchical model structure, and a discrete observation distribution.

The logistic normal (LN) distribution for compositional data was introduced by Aitchison and Shen (1980),

who studied its properties and potential uses. They also compare the LN class with the Dirichlet class of

distributions for compositions. Aitchison (1982) presents the LN as an analysis tool for compositional data, and

establishes many of its mathematical and statistical properties. These results include the perturbation operation

(section 2) and the LN’s relevance as a limit distribution for compositions. A key benefit of the LN distribution

is its ability to model complicated covariance structure among the k categories. For a comprehensive account of

statistical issues and analysis methods for independent, continuous compositions see Aitchison (1986).

Several researchers have developed methods for spatially related compositions and categorical data. For cat-

egorical spatial data, Upton and Fingleton (1989) and Cerioli (1992) focus on the analysis of spatial contingency

tables. They consider observations on a regular spatial grid, and assume a single multinomial observation at

each site. The multinomial parameter vector is assumed identical for all spatial locations. The general approach

is to modify the standard contingency table methodology for chi-square tests of independence and goodness of

fit to account for the spatial dependence between locations. The main emphasis is on evaluating and correcting

for the effect of spatial dependence between locations.

Mardia (1988) introduces a Markov random field approach for multivariate normal observation vectors. He

considers an example using logistic transformed compositions as bivariate observations. (The original compo-

sitions were derived from Landsat classification). Mardia’s emphasis is to illustrate conditional autoregressive

(CAR) methods, and to estimate the spatial dependence parameter. It appears that the compositional nature

of the data is merely a nuisance, and is quickly remedied via the logistic transformation. There is no attempt to

interpret the results in terms of the original compositions.

Pawlowsky and Burger (1992) use the logistic transformation to analyze spatially distributed continuous

compositions. They term such data regionalized compositions, since the underlying random functions have a
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constant sum at each point in the sampling region. The logistic transformation converts the sum-constrained

composition to unconstrained Euclidean space (multivariate logit scale). The spatial covariance structure of

these transformed compositions is then modeled by co-kriging. The authors note that a difficult part of the

analysis is that problems must be formulated in terms of logratios (i.e., the log of the ratio of proportions), and

interpretation and description of spatial dependencies are also on the same scale.

Albert and Chib (1993) address the problem of a categorical response regression model using a hierarchical

Bayesian model formulation. They formulate a probit regression model for binary outcomes (and ordered and

unordered multinomial outcomes) with an underlying normal regression structure on latent continuous data.

Data augmentation is combined with Gibbs sampling to approximate the posterior distribution of regression

parameters.

Allenby and Lenk (1994) use logistic normal regression models to relate covariates to household purchase

decisions. They incorporate random effects and serial correlation to describe household purchase behavior. These

authors also use a hierarchical Bayes formulation and Gibbs sampling for inference. They apply their model to

scanner panel data for ketchup purchases to explore household preference, brand switching, and dependence on

past purchases. We note that Allenby and Lenk interpret their modeling results on the logit scale with respect

to a fixed category. Further, parameter estimates are interpreted qualitatively, and with respect to the baseline

brand.

The remainder of this paper is organized as follows. The next section reviews the LN distribution and

Aitchison’s (1982) perturbation operator. It also introduces an algebra for composition vectors and demonstrates

its operations on compositions. Section 3 illustrates how the algebra, along with graphical analysis tools can be

used to interpret and visualize statistical modeling activities. Section 4 describes the coupling of the conditional

multinomial observation model with the logistic normal. This hierarchical approach is used in the applications

of sections 5 and 6. Finally, section 7 discusses issues associated with this modeling approach.

2 Logistic Normal Distribution and an Algebra for Compositions

Aitchison (1986) describes statistical analysis methods for compositional data with independent observations.

These methods rely on the additive logratio transform (alr(·)) to take observations from the (k− 1)-dimensional

simplex (∇k−1) to (k − 1)-dimensional Euclidean space (�k−1). The additive logratio transform of z ∈ ∇k−1 to

�k−1 is defined as

alr(z) =

�

log

�
z1

zk

�

, log

�
z2

zk

�

, · · · , log

�
zk−1

zk

��

This transformation is a bijection with inverse transformation denoted by alr−1. Aitchison (1986) terms the

inverse transformation the additive logistic transform.

Aitchison models the transformed data via the (k− 1) multivariate normal distribution. This transformation
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and assumption of multivariate normality define a distribution on ∇k−1: the logistic normal (LN) distribution.

Aitchison further describes that the rich covariance structure of the multivariate normal distribution transfers to

the logistic normal, and allows positive or negative covariances between pairs of the k elements of the composition.

The density function is

f (z | µ,Σ) =

�
1

2π

� k−1
2

| Σ |−
1
2

�
1

�k
i=1 zi

�

exp

�

−
1

2
(θ − µ)

�

Σ−1(θ − µ)

�

where

θ = alr(z) = log

�
z−k

zk

�

=

�

log

�
z1

zk

�

, log

�
z2

zk

�

, ..., log

�
zk−1

zk

���

for z ∈ ∇k−1 and z−k = (z1, z2, ..., zk−1) is a vector containing the first (k − 1) components of z. We denote

the density function by Lk−1(µ,Σ), It is clear that the parameters depend on the ordering of the k elements of z.

However, Aitchison (1986) shows that the density is invariant with respect to permutations of the components.

He also establishes other properties and moments of this distribution.

Associated with the choice of the alr transform is a perturbation operator that can be used to model errors for

compositional data (Aitchison, 1982). This model produces a structure for errors on ∇k−1 that is more natural

than the usual additive error model used in other areas of statistics. Briefly, an observed proportion vector, z,

is modeled as a location vector (ξ) “perturbed” by an error (α). For ξ,α ∈ ∇k−1,

z = ξ ⊕ α =

�
ξ1α1

�k
i=1 ξiαi

,
ξ2α2

�k
i=1 ξiαi

, · · · ,
ξkαk

�k
i=1 ξiαi

�

and z ∈ ∇k−1. The vector, α, need not be an element of ∇k−1 for the perturbation operator to be defined. It is

sufficient that αi > 0 for all i = 1, 2, ..., k. Note that the perturbation operator leads to the LN distribution as

the limit distribution of a sequence of independent perturbations (Aitchison, 1986; p. 124).

Aitchison (1986) shows a number of properties of the perturbation operator including an inverse perturbation,

and an identity element

Ik−1 =

�
1

k
,
1

k
, · · · ,

1

k

�

Finally, he defines a power-transformation for compositions (Aitchison 1986, p. 120).

Algebra for Compositions

Clearly, we may consider the perturbation operator to define an addition operator for compositions. Further,

the power transformation allows us to define scalar multiplication of a composition z by a scalar a by,

za =

�
za
1

�k
i=1 za

i

,
za
2

�k
i=1 za

i

, · · · ,
za
k

�k
i=1 za

i

�

We show that ∇k−1 equipped with the perturbation operator and scalar multiplication constitutes complete

inner product space. (See Appendix I for details.) This additional abstraction allows the Cauchy-Schwartz
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and triangle inequalities, and the definition of a norm on ∇k−1. In turn, these constructs allow us to interpret

operations on compositions in terms of the component proportions. First we show the inner product and norm,

and then describe interpretation of parameters.

Definition 2.1 For u, z ∈ ∇k−1, let θ = alr(u), and φ = alr(z). Define by

�u, z� = θ
�

N−1φ

the inner product of u and z.

Here, N =
�
Ik−1 + jk−1j

�

k−1

�
, where Ik−1 is a (k− 1)-dimensional identity matrix, and jk−1 is a (k− 1) column

vector of ones. Note that

N−1 = Ik−1 −
1

k
jk−1j

�

k−1

Definition 2.2 Define the norm for u ∈ ∇k−1, �u�, by �u,u�1/2.

Note that the inner product and norm are invariant to permutations of components of u (See Appendix I for

details).

Differences Between Compositions

The definition of an (inverse) addition operation and a norm allow us to measure the difference between compo-

sitions. For demonstration, consider three compositions in ∇2, z1 = I2 = (1/3, 1/3, 1/3), z2 = (0.80, 0.10, 0.10),

and z3 = (0.98, 0.01, 0.01). For reference, we show these compositions in the ternary diagram of figure 1.

*** figure 1 about here ****

We first note the norms of these compositions are

�z1� = 0, �z2� = 1.698, and �z3� = 3.744

Thus, the defined norm measures the distance of a composition from Ik−1, the “center” of ∇
k−1.

Next, using the inverse of the perturbation operator, we find the difference between pairs z1 and z2, and z2

and z3. To find the difference between two compositions we perturb the second by the elementwise inverse of

the first. That is,

z2 � z1 = z2 ⊕ z−1
1 = z2
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since z1 is the identity element. Similarly,

z3 � z2 =

�
[z3]1 [z2]

−1
1

�3
i=1[z3]i [z2]

−1
i

,
[z3]2 [z2]

−1
2

�3
i=1[z3]i [z2]

−1
i

,
[z3]3 [z2]

−1
3

�3
i=1[z3]i [z2]

−1
i

�

= (0.860, 0.070, 0.070)

where [zi]j is the jth element of the composition zi. Thus, (0.86, 0.07, 0.07) is the composition by which we need

to perturb z2 to obtain z3. By taking the norm of the difference composition, we measure the distance between

z2 and z3.

�z3 � z2� = � (0.86, 0.07, 0.07) � = 2.046

Note that the distance from z1 to z2 is 1.698, while the distance from z2 to z3 is larger at 2.046. This

demonstrates two points,

1. Interpretation of distances between compositions is difficult without a carefull definition of a norm.

2. Graphical interpretation in the simplex (e.g., ternary diagram) is complicated by the compression of dis-

tances near the boundaries of the simplex.

An (invertible) addition operation and norm allow interpretation of differences in compositions. Specifically, if

ξ̂1 and ξ̂2 are estimated location parameter vectors for treatments 1 and 2, resectively, we may easily obtain

information about the direction and distance between them.

3 Interpretation and Visualization of Parameters

Interpretation of µ as a Composition

The location parameter of the LN distribution, µ, can be expressed as a composition via the additive logistic

transformation. That is,

alr−1(µ) = ξ , where ξ ∈ ∇k−1

Interpretation of ξ is much simpler than for µ on the multivariate logit scale. However, some of the statistical

properties of µ are lost with the transformation to the simplex. Specifically, µ is the mean and mode of the

multivariate normal logit (i.e., the alr(z)). The alr−1(·) transform does not preserve these properties. However,

alr−1(·) transform is monotone in each of the (k − 1) components of µ (Billheimer and Guttorp, 1995). As a

consequence, ordering of values is preserved under this transformation. Hence, ξ = alr−1(µ) can be interpreted

as a component-wise multivariate median for the LN distribution in ∇k−1. As is shown in the sequel, this

interpretation is a useful characterization for point estimates of parameters, and as a “center” for the asymmetric

LN distribution.
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Covariates

To incorporate the effect of covariates, the location parameter, µ, may depend on explanatory variables (for

continuous compositions see Aitchison, 1986; section 7.6, p. 158). For a scalar covariate xj , indexed by j =

1, 2, ..., n observations, µj can be replaced in the density expression by β0 + β1(xj − x̄). Here, β0 and β1 are

vectors in �k−1, and x̄ is the mean of the observed covariate values. This parameterization allows interpretation

of β0 as the overall location, and β1 as the change in location for a unit change in x.

Equivalently, the regression expression µj = β0+β1(xj−x̄) can be written as a perturbation of compositions.

This is accomplished by taking the additive logistic transformation of both sides,

alr−1(µj) = alr
−1(β0) ⊕ alr−1(β1)

(xj−x̄)

We write this more compactly as

ξj = ξ ⊕ γuj

where ξj = alr−1(µj), ξ = alr−1(β0), and γ = alr−1(β1). The scalar uj is the centered covariate. In this

parameterization, ξ is the overall location on the simplex. Further, the role of the regression composition

parameter, γ, is clear: the location parameter is the overall location (ξ) perturbed by γ (for uj = 1). Thus, γ is

directly interpretable as a composition. It is the amount by which a location is shifted by a unit change in the

covariate, via a perturbation. An illustration of this model is given later in this section. Finally, deviations in γ

from the identity composition, Ik−1, indicate the direction and magnitude of the change. Note that γ = Ik−1

implies the covariate has no effect on the composition location. Figure 2 shows the curves of ξj = ξ ⊕ γuj for

different values of γ.

*** Figure 2 about here. ***

Through this parameterization and the perturbation operator, regression parameters can be interpreted by

their effect on compositions. This is more informative than the alternative interpretation on the log-odds scale

that results from the alr(·) transform.

Additive Statistical Models

To illustrate the usefulness of the algebra developed in section 2 for interpreting compositional data, we present

three simple, additive statistical models. Suppose z1, z2, ..., zn are elements of ∇
2, and are independent realiza-
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tions from the following statistical model

zj = ξ ⊕ �j where �j ∼ LN (02,Σ)

Here, 02 is a vector of zeros of length 2, and Σ is a two-by-two variance-covariance matrix.

Figure 3 shows 30 realizations from this model with ξ = (0.7, 0.2, 0.1) and Σ = 0.2N . (Recall that

N =
�
Ik−1 + jk−1j

�

k−1

�
.)

*** Figure 3 about here. ***

We can estimate ξ via maximum likelihood (Aitchison, 1986), and compute the residuals by “subtracting”

the estimate from each observation.

�j = zj � ξ̂

where ξ̂ denotes the maximum likelihood estimator. The residuals are shown in figure 4. Note that centering

the observations removes the (visual) effect of location (ξ) on the shape of the residual distrubution. It is also

straightforward to estimate Σ from the residuals by maximum likelihood.

*** Figure 4 about here. ***

As discussed earlier, we may also allow the location to depend on a (centered) covariate,

ξj = ξ ⊕ γuj

Figure 5 shows this “linear” relationship for 21 realizations from the logistic normal model described above, and

γ = (0.40, 0.35, 0.25). The covariate takes integer values between -10 and 10, inclusive, and are displayed beside

their respective observations. The maximimum likelihood estimated regression line is denoted by the solid line.

*** Figure 5 about here. ***

The effect of the covariate, expressed as a composition, is directly interpretable graphically and by comparison

with I2 = (0.333, 0.333, 0.333). We see that large positive values of the covariate are associated with a high
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proportion of component 1. Conversely, negative values correspond to smaller proportions of component 1, and

relatively higher proportions of components 2 and 3. The effect of the covariate is clearly non-linear as depicted

in the ternary diagram. However it is linear on the log-odds scale. For this reason we believe departures from

typical regression assumptions are more easily detected on the logistic transformed scale.

Aitchison (1986) suggests using the perturbation operator to define a Markov chain for compositional data.

Billheimer (1995) extends this approach to autoregressive and seasonal time series models. We provide an AR(1)

model example to illustrate how the composition algebra is useful for defining time series models. Figure 6 shows

realizations of AR(1) processes from the model

zt = (zt−1)
φ ⊕ �t

for φ values of 0.2, 0.6, 0.95, and 1 (independent increments), respectively. All realizations begin at the center

of the simplex, I2, and use identical sequences of errors from the error distribution described above. Identical

errors allow us to focus on the effect of the autoregressive parameter.

*** Figure 6 about here. ***

For small values of φ, values of zt are clustered around the initial starting value (also the location parameter

for this model). The effect of the AR parameter is to shrink the location for subsequent observations toward the

center of the simplex (the unconditional location for the process). Small values of φ have a greater shrinking effect.

As φ increases the paths wander farther from the initial location. Finally, for φ = 1, the increments zt � zt−1

are independent realizations from L2 (02,Σ). While this type of dependence on φ holds for all autoregressive

models, its effect is more noticable for time series not defined on the real line (�1) and centered at zero.

Graphical Tools for Higher Dimensions

In our approach to analysis of compositional data, we make extensive use of graphical tools to aid visualization

of data and results. The ternary diagrams (above) have long been used in soil science for displaying the rel-

ative amounts of a three-part composition. Their structure is easily derived by considering the 2-dimensional

submanifold in �3 defined by positive values constrained to sum to 1.

Extending the graphical structure to the 3-dimensional simplex (a tetrahedron) for a four-part composition

is useful in a dynamic graphics environment. Graphics software allowing brushing and rotation (e.g., Xgobi,

Swayne, et al., 1991) allow effective visualization in this high dimensional space. Unfortunately, generalization

to higher dimensional simplices is limited by our knowledge of how to do such things.
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To aid visualization of compositions with more than 3 groups, we have developed a graphical tool we call

a webplot (arachnid, not world-wide). The structure of this tool is similar to the star-plot available in Splus

(Statistical Sciences, Inc., 1995), and is constructed by representing each element of a k-part composition as a

radial distance from the origin. The radii are arrayed, with equal angle spacing, around the 360o of a circle. A

line segment joins contiguous radii. Thus, each k-part composition is represented by a k-sided polygon. Figure

7a shows a 5-part composition (0.40, 0.20, 0.10, 0.05, 0.25).

*** Figure 7 about here. ***

Figure 7b shows realizations from two distributions with different median vectors, but identical variance-

covariance structure. Population 1, denoted by the dark lines has median (0.40, 0.20, 0.10, 0.05, 0.25), while

the median for population 2 (light lines) is (0.2, 0.2, 0.2, 0.2, 0.2).

Both have variance covariance matrix

Σ = 0.1N = 0.1











2 1 1 1

1 2 1 1

1 1 2 1

1 1 1 2











4 State-Space Model for Discrete Compositions

In the two following applications we combine the logistic normal model for continuous compositions with a

conditional multinomial observations distribution. Briefly, we posit a latent compositions vector associated with

each sampled observation. That is, for observation yj , a k-vector of counts from site j, given mj =
�k

i=1 [yj ]i,

and zj (an unobservable composition vector), the probability mass function for yj is

p(yj | zj ,mj) =
mj !

�k
i=1 [yj ]i!

k�

i=1

[zj ]
[yj ]i
i

where [·]i denotes the i
th element of the vector. We suppose zj ∼ Lk−1 (µj ,Σj). Covariate and spatial dependence

are introduced via the logistic normal location parameter vector.

Markov chain Monte Carlo (MCMC) is used for inference about the unkonwn logistic normal population

parameters and the unobservable latent vectors. The MCMC is performed in a Bayesian setting. In the first

application (section 5), the observations are obtained from a designed experiment with factorial treatment struc-

ture. Each treatment corresponds to a (possibly) different location parameter vector. The second application
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(section 6) is from a biological monitoring study. Here we seek to evaluate natural variability in benthic inverte-

brate populations, and identify important covariates. In addition, we anticipate spatial dependence to be present

between sample sites.
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Predator Manipulation

Vegetation Increased Increased Control

Disturbance Omnivores Specialists Level

50% Removal OV SV CV

Control OC SC CC

Table 1: Treatment structure for arthropod community stability experiment. The codes OV, SV, etc., denote

the predator–vegetation factor treatment combinations.

5 Stability of Arthropod Food Webs – Analysis of

a Designed Experiment

Here, we demonstrate the LN-Multinomial model for analysis of independent observations from a designed

experiment. We show that the algebraic and graphical methods presented in sections 2 and 3 allow direct

interpretation of the analysis results to address the scientific questions of interest.

A series of experiments were conducted (Fagan, 1996, 1997) to evaluate the factors affecting the stability of

arthropod communities in the presence of environmental disturbance. Classical food web models (e.g., Pimm and

Castor, 1978) predict that omnivory – defined broadly as feeding on multiple trophic levels (Pimm, 1982; Menge

and Sutherland, 1987; Polis, 1994) – destabilizes ecological communities. However, recent empirical evidence

(Strong, 1992; Fagan, 1997) suggests that omnivory is a stabilizing factor in reticulate food webs. We use Fagan’s

(1997) definition of ecological stability as the capacity of a community to recover from an external disturbance

(i.e., a “shock” to the system), and measure the community’s response by the relative abundance of individuals

in different trophic classes. The critical question to be addressed is, “How does the degree of omnivory in an

ecological assemblage influence its recovery from an environmental disturbance?”

The experimental protocol is described by Fagan (1996). In summary, five plots are assigned to each of six

(6) experimental treatments. The treatment design is a two-way factorial design with predator manipulation (3

levels) and vegetation disturbance (2 levels) as the factors. The levels of the predator manipulation are increased

dominance by omnivores (Pardosa, wolf spiders), increased dominance by specialist predators (Nabis bugs) and

no change (control). The vegetative disturbance consists of removing 50% of the existing fireweed (Epilobuim)

and pearly-everlasting (Anaphalis). The treatment structure is summarized in Table 5. The treatments are

assigned to plots using a completely random design. All increased predator densities are within the naturally

occurring density range.

In control plots, removing vegetation tends to increase the abundance of several herbivorous species (Fagan,

12



1996). Both specialist and generalist feeding herbivores increase in abundance, but specialists tend to increase

more. These herbivores seem attracted to, and may enjoy greater survival in, areas with decreased plant density.

Futhermore, decreased plant density may allow greater productivity through increased growth of the remaining

plants. When large numbers of omnivorous spiders are present, these effects on community composition are

hypothesized to be reduced or eliminated. Because these spiders eat both specialist and generalist feeding

herbivores, they limit increases in the abundance of these group, preventing compositional shifts.

The goal of the experiment is to evaluate whether the disturbed treatment (OV) exhibits a species compo-

sition similar to the double control treatment (CC), while the disturbed treatments dominated by specialists or

featuring the natural predator assemblage (SV, CV) show compositions different from CC. This goal can be eval-

uated by assessing the predator–vegetative disturbance interactions (i.e., the difference in vegetative disturbance

treatments across the different predator treatments).

Assume that for each observation (plot), there is a latent species composition with k components, z ∈ ∇k−1.

Conditionally on this composition, the observation for plot j from treatment t (say), is Multinomial(mtj =
�k

i=1 [ytj ]i , z
tj). The compositions are modeled as independent from Lk−1(µtj ,Σ). Note that explanatory

variables at the plot level can be included in the mean structure as

µtj = µt + β(xj − x̄)

For the remainder of this section, we assume that µtj = µt, for all j = 1, 2, ..., nt plots with treatment t. This

specification gives the likelihood

L(y, z |m, µ,Σ) =

T�

t=1




nt�

j=1

�
mtj !

�k
i=1 [ytj ]i!

k�

i=1

([ztj ]i)
([ytj ]i−1)

�
1

2π

� k−1
2

| Σ |−
1
2

× exp

�

−
1

2
(θtj − µt)

�

Σ−1(θtj − µt)

���

where θtj = alr(ztj).

The model formulation is completed by specifying prior distributions for µt and Σ. Let µt have a (k − 1)-

dimensional Multivariate Normal distribution with mean vector η, and variance-covariance matrix Ω. Further,

assume that Σ−1 ∼ Wishart(Ψ−1, ρ), where Ψ is a (k − 1)× (k − 1) positive definite matrix, and ρ denotes the

degrees of freedom. Typical choices for the hyperparameters are

η = 0k−1 Ω = aN and Ψ = cN

and

N = Ik−1 + jk−1j
�

k−1
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where 0k−1 is a (k− 1)-vector of 0’s, Ik−1 is a (k− 1) identity matrix, jk−1 is a (k− 1)-vector of ones, and a and

c are scalars.

For hyperconstants, typical values are a = 0.5, c = 0.1, and ρ = k − 1. The value of a is selected to allow

the 95% prior probability contour for ξt = alr−1(µt) to reach at least 0.05 for each component. The value of c

is chosen so that the observed variance of simulated compositions approximates that observed in the data. The

value of ρ is the smallest allowable (least informative) that still maintains a proper Wishart distribution. I let

N denote the “null” variance-covariance matrix as defined in section 2. The prior distribution for ξt is centered

at Ik−1, and is disperse (but proper) over the simplex.

Combining the likelihood with the prior distributions, the posterior distribution can be written as (up to a

constant of proportionality)

π(z, ξ,Σ | y) ∝

T�

t=1






nt�

j=1

�
k�

i=1

([ztj ]i)
([ytj ]i−1) | Σ |−

1
2 exp

�

−
1

2
(θtj − µt)

�

Σ−1(θtj − µt)

��

× | Ω |−
1
2 exp

�

−
1

2
(µt − η)�Ω−1(µt − η)

��

× | Ψ |
ρ

2 | Σ |−
ρ−k

2 exp

�

−
1

2
tr(ΨΣ−1)

�

The full conditionals for ztj ,µt = alr(ξt), and Σ
−1 follow immediately from the posterior density.

π(ztj |...) ∝

k�

i=1

([ztj ]i)
[ytj ]i−1 exp

�

−
1

2
(θtj − µt)

�

Σ−1(θtj − µt)

�

π(alr(ξt)|...) ∝ exp



−
1

2
(µt − η)

�

Ω−1(µt − η)−
1

2

nt�

j=1

(θtj − µt)
�

Σ−1(θtj − µt)





π(Σ−1 | ...) ∝ | Σ |−(ρ−k+
�

T

t=1
nt)/2 ×

exp





−
1

2




T�

t=1

nt�

j=1

(θtj − µt)
�

Σ−1(θtj − µt) + tr(ΨΣ−1)










Notice that this expression for Σ−1 specifies a Wishart distribution with parameter matrix





1

ρ+
�T

t=1 nt




T�

t=1

nt�

j=1

(θtj − µt)(θtj − µt)
�

+ ρΨ










−1

and ρ+
�T

t=1 nt degrees of freedom. This follows from the conjugacy of the Wishart distribution for the precision

matrix of the (Additive Logistic) Normal distribution.

With the full conditional distributions specified, implementation of MCMC is now straightforward. Using

the conditional distribution for ztj , the
�T

t=1 nt different species compositions (a composition for each observa-

tion vector) can be generated in turn, conditionally on the current values of µt and Σ. Then, the values of µt
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(equivalently, ξt) and Σ are updated accordingly. Because the LN distribution is not conjugate for the Multi-

nomial observation distribution, we use Hastings’ algorithm (Hastings, 1970) for updating the compositions ztj .

The Gibbs sampler is used to update µt and Σ since their conditional distributions are easily sampled directly

(multivariate normal and inverse Wishart, respectively, see, e.g., Gelfand, et al, 1990).

Examination of MCMC realizations indicates that the algorithm converges to the limiting distribution in 50-

100 Monte Carlo iterations. Further, the convergence is not affected by changes in the (hyper)prior distribution

scale parameters. Several trial runs on simulated data suggest a Hastings proposal standard deviation for ztj of

0.1. This value results in proposal acceptance probabilities of 50–60%.

Results – Stability in Arthropod Food Webs

Arthropods (insects and spiders – hereafter referenced as “bugs”) were counted on each of the 30 experimental

plots 2, 4, and 6 weeks after treatment application. Here we consider only the 6 weeks data. Note that

experimentally manipulated species (Pardosa and Nabis) are not included in the counts. Eleven different species

of bugs (partitioned into three trophic categories: predators, generalist herbivores, and specialist herbivores)

were observed and included in the analysis. The proportion attributable to each category was constructed as

the composition of bug counts for each plot.

The total number of observed bugs ranged from 7 (on plots 1 and 2 of the SC treatment) to 34 (on plot 5 of

the SV treatment). Consequently, plots with the most bugs provide almost five times as much information about

the treatment location (34/7 = 4.9) as do plots with the fewest bugs. That none of the plots yielded a large

total number of bugs suggests that the observed composition (counts) for any single plot is subject to substantial

variability, and may be (qualitatively) quite different from the actual (unobservable) plot composition. Also note

that for four of the experimental plots, no predators were observed.

The statistical model described above was evaluated using MCMC. A systematic updating scheme was used

where each plot composition (ztj), treatment location (ξt), and the common variance-covariance matrix (Σ)

were updated in turn. A sequence of 500 Monte Carlo iterations was used for “burn-in”, and the subsequent

10,000 Monte Carlo realizations were collected for each of the updated components. Visual inspection of the

realized values and convergence diagnostics indicate that the run length is adequate. Point estimates and credible

regions were constructed for each treatment location. The observed plot compositions and the location parameter

estimates are shown in Figure 8.

*** Figure 8 about here ***
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The figure shows that the treatment with increased omnivory (OV) is less affected than similarly disturbed

treatments with either background levels of predators (CV), or increased specialist predators (SV). For treatments

that shifted from the CC composition (i.e., SC, SV, and CV), the change is toward compositions with increased

relative abundance of specialist herbivores.

To better evaluate the magnitude of the treatment differences, approximate 95% credible regions were con-

structed for the CC and CV treatment locations. The regions and the location point estimates are shown in

Figure 9. The regions shown are pointwise 95% regions (for individual locations) and not simultaneous regions.

*** Figure 9 about here. ***

The credible regions show a separation of the CC and CV treatments. That the CC region contains both the

OV and OC treatment location point estimates suggests that these treatment have a similar effect in maintaining

bug group compositions. Similarly, the 95% credible region for CV contains the location point estimate for the

SC and SV treatments. It suggests that increasing specialist predators does not mitigate the species composition

shift caused by reduced vegetation.

Finally, we consider the effect of the vegetation removal separately for each of the predator manipulations.

Recall that the “difference” in compositions, z1 and z2 (say), can be computed through the perturbation operator

as follows (see section 2).

z1 � z2 = z1 ⊕ (z2)
−1

Using this we can evaluate the distance and direction of changes in group compositions associated with

vegetation removal.

Figure 10 shows the change from background vegetation to 50% vegetation removal for each of the three

predator manipulations. In addition, approximate 95% credible regions for each difference of locations is shown.

If there was no effect attributable to vegetation removal, the differences would be centered at I2, the center of

the simplex.

*** Figure 10 about here. ***

Figure 10 shows that the increased omnivory treatments respond differently to vegetation removal than do
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the control or increased specialist predator treatments. Specifically, plots with increased omnivorous predators

show increased proportion predators and decreased proportion specialist herbivores when vegetation is removed.

Conversely, the increased specialist and control predator treatments show a decrease in the proportion of preda-

tors and an increase in specialist herbivores with vegetation removal. The large areas of the 95% credible regions,

particularly for increased specialist predators, indicate that the magnitude of these changes is difficult to pin

down; likely owing to the small number of plots per treatment (5) and to the small number of bugs observed per

plot (as few as 7 bugs on some plots).

Diagnostics

A “leave-one-out” diagnostic procedure (Besag et al., 1995) was used to evaluate the adequacy of the statistical

model. The (approximate) predictive distribution for a plot composition is obtained by setting its group counts

equal to zero for all k groups, and collecting the MCMC realizations for the plot composition. The zero count for

all categories is equivalent to having a missing observation for that plot. It should be noted that the prediction

region is constructed for the (unobservable) plot species composition (ztj) and not the discrete observation vector

(ytj). The prediction region for the discrete observation can be constructed (under the model) by sampling from

a Multinomial distribution with parameter vector equal to the realized values of ztj , and sample size equal to
�k

i=1 [ytj ]i.

The leave-one out procedure results in 95% prediction regions that contain the omitted (observed) plot

compositions. This suggests that the statistical model is adequate in capturing the observed variability in the

data.

Conclusion

These results indicate that increased omnivory helps to maintain a stable species composition in the presence of

50% vegetation removal. Further, background predator levels or increased specialist predators do not facilitate

this stability when vegetation is removed. The omnivores’ broad diets allow them to feed on a diversity of

species that would otherwise increase in abundance in response to the vegetation thinning; effectively buffering

the community from compositional shifts induced by disturbance.

Because experimental plots had small total counts, explicit inclusion of a discrete observation model bet-

ter reflects the true variability of the observed compositions than does the method of simply computing the

composition of the observed group counts (possibly adjusted for zeros). Aitchison’s model using the observed

compositions as data (ignoring their discrete nature) underestimates the actual variability of the observations.

This results in confidence regions (or credible regions) that are too small, and tests that do not maintain the nom-

inal level. Alternatively, by including an observation distribution, these problems can be avoided. Incorporation
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of the Multinomial observation model extends Aitchison’s approach for independent, continuous compositions to

observation vectors of discrete counts.
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6 Biological Monitoring in the Delaware Bay – Conditional Autore-

gressive Spatial Model

We further illustrate analysis methods for discrete, compositional data in a biological monitoring problem. In

this application, we evaluate the natural variability of the benthic invertebrate population in the Delaware Bay.

The data are from the US EPA’s Environmental Monitoring and Assessment Program Estuaries Resource group.

An extensive analysis of these data is presented in Billheimer, et al. (1997). Here we illustrate the methods for a

problem where covariates and spatial dependence are important characteristics affecting the biological response.

In 1990, 25 locations in Delaware Bay were sampled to evaluate the benthic community, as well as physical

and chemical characteristics at each sample site. The locations of the sites are shown in Figure 11. The stations

are identified by their station ID number, and the area of the hexagon at each site is proportional to the number

of benthic organisms observed. The background shading denotes the depth.

*** Figure 11 about here. ***

As the figure indicates, a triangular lattice was used in locating the sample sites. Overton, et al., (1990)

provide details of the sample design. This sampling strategy allows each site to have as many as six equidistant

near-neighbors, and is advantageous for assessing the spatial dependence structure.

At each site, three grab samples (subsamples) of the bottom sediment were collected. These samples were

later processed to remove and identify benthic organisms, as well as to determine the physical and chemical

characteristics of the substrate. In addition, depth, salinity, dissolved oxygen, temperature, pH and other

characteristics were measured at the time of sampling. The observed species were classified into one of three

groups: disturbance tolerant, disturbance intolerant, and palp worms (see Billheimer, et al., 1997 for details).

The relative abundance of organisms in the three groups (based on the combined counts of the three subsamples)

is shown in figure 12. The observed compositions are identified by their station ID numbers. The plotting

symbols indicate the salinity (in parts per thousand) measured at each site.

*** Figure 12 about here. ***

Preliminary analysis indicates the three subsamples at each location exhibit more variability than expected for

19



multinomial observations with a single proportion vector parameter. As is typical of many biological problems,

repeated samples from a single site exhibit super-Multinomial variability.

Statistical Model Description

To incorporate spatial dependence into the statistical modeling structure, we couple a conditional autoregressive

(CAR) model (Besag, 1974; Mardia, 1988) with the multinomial observation model. Mardia (1988) describes the

theoretical background for a multivariate normal Markov random field specification. Here we extend Mardia’s

result to a multi-site, logistic normal setting.

Suppose the group composition for site j and subsample t, zjt, j = 1, 2, ..., s, t = 1, 2, ..., Tj , depends on

a mean zero (scalar) covariate xj through the regression relationship described in section 2, and a conditional

autoregressive spatial process. That is,

zjt ∼ Lk−1(θj + β xj , Ψ)

where β ∈ �k−1 is a regression parameter vector, and θj ∈ �
k−1 results from a CAR spatial process “adjusted”

for the effect of the covariate. The matrix Ψ(k−1)×(k−1) describes the within site variance-covariance structure.

We may interpret θj and β as compositions via the alr−1 transformation.

To account for spatial structure, let the prior distribution for θj follow a multivariate normal CAR model.

Then,

E [θj | θ−j ] = µ+
�

r∈δj

Λjr [θr − µ]

where η = alr−1(µ) is the (compositional) location parameter vector of the spatial process, and Λjr is a (k −

1)× (k − 1) matrix of spatial dependence parameters. Let δj denote the set of neighbors of site j. In addition,

the conditional variance for the alr-transformed composition at site j is specified

Var [θj | θ−j ] = Γj

where Γj is symmetric and positive definite. Assuming θj | θ−j is (k − 1)-multivariate normal, Mardia’s (1988)

derivation yields the following result θ
�

= (θ
�

1,θ
�

2, ...,θ
�

s) is s(k − 1) multivariate normal with density given by

π(θ1,θ2, ...,θs | µ,Σ) =

�
1

2π

� s(k−1)
2

| Σ |−
1
2 exp



−
1

2

s�

j=1

s�

r=1

(θj − µ)
�

Γ−1
j Λjr(θr − µ)





The variance-covariance matrix is Σ =
�
Block(−Γ−1

j Λjr)
�−1

, where Λjj = −Ik−1. The Λjr matrices are re-

stricted only to the extent that Σ is symmetric and positive definite.

In this application we make several simplifying assumptions regarding the prior spatial dependence structure.

These are
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1. The conditional variance at each site is inversely related to the number of neighbors of the site.

2. The influence of the neighbors of a site is the same for all neighbors.

3. The spatial dependence is the same for all groups of organisms.

We write these more formally as follows. ( To ease notation let ξj = alr
−1(θj+β xj) denote the compositional

location parameter vector for site j. )

1) Because sites may have from 1 to 6 “first-order” neighbors, we assume the conditional variance at site j

depends on its number of neighbors as

Γj =
1

nj
Γ

where nj is the number of neighbors of site j. The prior distribution specifies that the site composition, ξ,

(via θj) is predicted with greater precision as the number of neighbors increases. This assumption provides a

mechanism for allowing increased variability at “edge” sites.

2 ) Influence of the neighbors of site j is the same for all neighbors. Hence,

Λjr =






Λj if r ∈ δj

−Ik−1 if r = j

0(k−1)×(k−1) otherwise

3 ) Finally, for the spatial dependence to act identically for all groups of organisms (actually, for all logits

log(ξji/ξjk)), Λj = λ/nj Ik−1. Note this also implies log(ξji/ξjk) and log(ξrm/ξrk) are conditionally independent,

given all other logits.

This final assumption, Λj = λ/nj Ik−1 (when site r is a neighbor of site j), combined with Γj = Γ/nj implies

that the spatial dependence is the same for all neighbor pairs, regardless of direction.

Together these assumptions result in the following form for the matrix Block(−Λjr).

Block(−Λjr) =











Ik−1 − 1
n1

λIk−11(2∈δ1) · · · − 1
n1

λIk−11(n∈δ1)

− 1
n2

λIk−11(1∈δ2) Ik−1 · · · − 1
n2

λIk−11(n∈δ2)

...
...

. . .
...

− 1
ns

λIk−11(1∈δs) − 1
ns

λIk−11(2∈δs) · · · Ik−1











Here, Ik−1 denotes the (k − 1) identity matrix, and 1(r∈δj) denotes the indicator function for site r being a

neighbor of site j. Thus, for each row (j) of the matrix, the (j, j) cell is 1, and for all neighbors of site j (r ∈ δj),

there is a single non-zero element equal to −λ/nj . That is, for any row, the non-zero elements are a single 1

and nj identical elements −λ/nj . As a consequence of this simplified form, a sufficient condition for positive

definiteness of Block(−Λjr) is that | λ |< 1 (each row sum is less than one).
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Expressions for the observation density (likelihood) and prior distributions complete the model specification.

The observed group counts are assumed conditionally multinomial given the unobservable subsample composition,

zjt.

p(yjt | zjt,mjt) =
mjt!

�k
i=1 [yjt]i!

k�

i=1

[zjt]
[yjt]i
i

where mjt =
�k

i=1 [yjt]i, [yjt]i is the observed number in group i for site j, subsample t, and [·]i is the ith

component of the k-vector. Further, zjt is assumed to have conditional distribution Lk−1(θj + β xj , Ψ).

The prior distributions for λ, β, Q = Γ−1, R = Ψ−1 and µ are specified as follows. (Recall that Q is the

between–site precision matrix, while R is the within site precision matrix.)

The prior distribution for λ is a scaled Beta distribution; scaled to have support on (−1, 1).

π(λ) ∼ Scaled Beta(α1, α2)

∝

�
λ+ 1

2

�α1
�

1−
λ+ 1

2

�α2

Vectors β and µ are (k − 1)-multivariate normal, each with mean 0k−1, and covariance matrices dN and

cN , respectively. Matrices R and Q are Wishart distributed, with parameters ρ1 and aN−1 for R, and ρ2 and

bN−1 for Q.

Recall that N = Ik−1 + jk−1j
�

k−1. Typical choices for a, b, c, and d are c = d = 0.5, and a = b = 1. Choices

for α1 = α2 = 1 specify a symmetric, unimodal distribution for λ. The hyperparameters ρ1 and ρ2 must each

be at least (k − 1) to make π(Q) and π(R) proper distributions.

Combining the prior distributions with the likelihood, we obtain the expression for the posterior distribution

(up to a constant of proportionality). From this, the full conditional distributions are easily derived and are

available for MCMC implementation.

MCMC Implementation

MCMC is used to obtain a Markov chain realization from the joint posterior distribution. The algorithm updates

z’s, θ’s, µ, λ, β, Q, and R each conditional on all other parameters (and on the data, y). Hastings’ algorithm

(1970) is used to update the z’s. The spatial dependence parameter, λ, is updated via a symmetric, uniform

proposal density and Metropolis algorithm acceptance probability (Metropolis, et al., 1953). Gibbs updating

(Geman and Geman, 1984) is used for all other model parameters. Details of the MCMC implementation are

described in Billheimer and Guttorp (1995).

Inference about the site compositions, the spatial dependence parameter (λ), and the regression parameter

vector (β) result from a MCMC run with a burn-in of 200 cycles, and a collection phase of 20,000 cycles. Graphical

inspection of realizations and diagnostics evaluating MCMC performance (Raftery and Lewis, 1992, 1995) indicate

that 20,000 cycles are adequate to evaluate the posterior distribution.
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Statistical Modeling Results

The CAR model uses a spatial structure defining neighbors of station j as those stations (when present) at the

vertices of a hexagon centered at j. Any hexagon with a “missing” vertex (i.e., no station) simply has fewer

neighbors. Salinity and water depth are each evaluated as potential covariates.

The 95% credible region and point estimate for the salinity regression effect is shown in Figure 13. The

point estimate for this composition is (0.33, 0.38, 0.29). The shift of the point estimate and credible region

from the center of the simplex indicates an association between salinity and benthic composition. The regression

effect can be interpreted in the following way: an increase in salinity of 1 ppt has the effect of perturbing a

benthic composition by (0.33, 0.38, 0.29) (over the observed range of 15 – 30 ppt salinity). The point estimate

indicates that as salinity increases, the proportion of palp worms decreases. Palp worms are replaced by pollution

intolerant organisms. The proportion of tolerant organisms is not much affected by salinity.

*** Figure 13 about here. ***

For comparison, the association between water depth and benthic composition is also explored. The point

estimate for this covariate effect is (0.330, 0.336, 0.334). Further, the 95% credible region for this composition is

quite small relative to that for salinity, covers the identity element, I2 = (1/3, 1/3, 1/3). This result indicates

little association between water depth and benthic composition.

The realized values of the spatial dependence parameter (λ) are shown in Figure 14. (This estimated distri-

bution corresponds to the model that includes salinity as a covariate.) The figure suggests that there is spatial

similarity between neighboring sites (i.e., λ > 0). The median value for this realization is 0.60, while the observed

mean is 0.63. The observed mode is about 0.80. Nearly 93% of the realized values are greater than zero, and

70% are greater than 0.5.

*** Figure 14 about here. ***

To better evaluate the evidence of spatial dependence, a Bayes factor is computed using the Savage density

ratio (see Kass and Raftery, 1995 for a review). This ratio compares the prior density for λ with the posterior

density; both evaluated at λ = 0 (spatial independence). A large value for the ratio indicates that the posterior

density is shifted away from zero, and that the data provide evidence against spatial independence. The posterior
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density is approximated using a kernel density estimator with the MCMC realizations of λ. Note that these

realizations approximate the posterior distribution of λ integrated over all other parameters. The kernel estimator

results in a value of 0.26 for the posterior density at λ = 0. The prior distribution for λ, Uniform(-1, 1), gives a

prior density of 0.5. Hence, the Bayes factor is 0.5/0.26 = 1.9. This value indicates moderate evidence of positive

spatial dependence.

Note that the spatial dependence and effect of salinity are estimated simultaneously. Salinity is a spatially

varying covariate that (generally) increases along the gradient from river to ocean across the estuary. The

observed spatial dependence is present after integrating over the effect of salinity. Thus, λ denotes spatial

dependence above that explained by the salinity gradient. The MCMC realizations suggest partial confounding

of the salinity effect with the spatial structure of the observations. Such confounding makes separation of the

covariate and spatial effects difficult. We take up this point again in the discussion.

We evaluate the adequacy of the statistical model using prediction for hold-out samples and residual diag-

nostics for the salinity covariate (on the log-odds scale). The results are summarized in Billheimer, et al. (1997).

In short, our evaluation suggests the statistical model captures observed variability, both within and between

sites, and that “linear” adjustment of compositions for the effect of salinity is adequate over the range of values

observed.
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7 Discussion

In this paper we present methods for statistical modeling and interpretation of compositional data. We begin

with an algebra for compositions that includes addition, scalar multiplication and a norm. Our framework

provides intuitive definitions for additive error, evaluation and interpretation of covariates, and distances between

compositions. We also extend Aitchison’s (1982, 1986) methods for compositional data analysis to discrete

observations via a hierarchical model. Our approach uses a conditional multinomial observation model, but

admits other discrete or continuous observation models. The flexibility afforded by this approach relies on

MCMC for inference. This inference tool allows us to construct detailed stochastic descriptions of the problems

under study.

The primary benefit of our approach is the interpretability of location, covariate, and interaction parameter

estimates and credible regions in terms of compositions. Because proportions are a natural scale of measure-

ment for many probelms, interpretation here allows scientists greater insights from statistical modeling results.

Specifically, we contrast our approach with results on the multivariate logit scale. Not only are the inferences

reported for the logarithm of a ratio of proportions, the estimators are not invariant to permutations of category

order. Our approach overcomes both problems.

Interpretability relies fundamentally on the algebra for compositions. In the food web application of section 5

we demonstrate estimation of treatment location parameters and their interactions. The definition of addition

of compositions (and consequently subtraction) makes estimation of the treatment interactions straightforward.

Similarly, interpretation of the effect of a spatially varying covariate (in the benthic invertebrate example of

section 6) is simple once the notion of scalar multiplication is established. Also note that the L2-type norm

defined in section 2 suggests a path toward robust statistical methods. For example, one might define an Lα

norm (1 ≤ α < 2), and construct methods more resistant to outlying observations. Development of the algebra

for compositions allows analogy with standard linear statistical models. In turn, this provides insight into both

interpretation of results and extension to new methods.

We use the logistic normal distribution to model latent compositions. This distribution provides a flexible,

powerful approach for such quantities. Two strengths of this model are

1. the powerful statistical methods developed for the multivariate normal distribution (for alr(·) transformed

data), and

2. its ability to describe complicated covariance structure between components of general compositions.

Specifically, we find the rich covariance structure to be of tremendous benefit in biological applications.

However, there are a number of weaknesses with the logistic normal model. This distribution does not have

“nice” mathematical properties of closure when combining elements of a composition (amalgamation), nor when

marginalizing over a component. These do not appear to be serious limitations in the applications of the model.
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A more serious shortcoming is that the logistic normal distribution requires that all components be positive. A

zero proportion actually results in a (k − 1) component assemblage (and a (k − 2)-dimensional logistic normal).

Further, the alr(·) transformation is not defined when one or more components are zero. This restriction that

all components be present in all samples may be restrictive in applications where one or more components are

known to be absent, or where inference of absence is important.

Among other potential approaches for modeling compositional data, the Dirichlet distribution (ref ?) is best

known. This distribution exhibits many convenient mathematical properties including closure under amalga-

mations of categories and marginalization over a category. Its primary limitation in modeling scientific data is

its rigid variance-covariance structure prescribed by the summation constraint. As a consequence, the Dirichlet

distribution is inadequate for describing complicated covariance relationshipe between elements of a composition.

Two other interesting approaches to compositional data are given by Stephens (1982) and Barndorff-Nielsen

and Jørgensen (1991). Stephens suggests treating the square roots of proportions as directional data and using

the von Mises spherical distribution to model the compositions. This model appears to be infrequently used in

applications. The lack of use may be related to the relative complexity of the von Mises distribution.

Barndorff-Nielsen and Jørgensen (1991) define a class of distributions on the simplex by considering indepen-

dent generalized inverse Gaussian random variables conditional on their sum. A special sub-class, termed the

S− distribution are constructed from the conditional distribution of identical inverse Gaussian random variables,

given their sum. The S− distribution exhibits several elegant mathematical properties including closure under

amalgamations and marginalization over components. In addition, inference in the S− model leads, in certain

cases, to tests based on independent χ2 variables. Conversely, the S− model does not allow dependence between

components except that induced by the summation constraint. For this reason the distribution is limited for

analysis of general compositional data.
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8 Appendix I

Property 8.1 For Ik−1 = ( 1
k ,

1
k , ...,

1
k ), the operation ⊕ Ik−1 is the identity operator for any u ∈ ∇k−1, i.e.,

u ⊕ Ik−1 = u

Proof.

u ⊕ Ik−1 = C

�

u1
1

k
, u2

1

k
, ..., uk

1

k

�

=

�
u1

1
k

1
k

�k
i=1 ui

,
u2

1
k

1
k

�k
i=1 ui

, ...,
uk

1
k

1
k

�k
i=1 ui

�

= C(u)

= u

Property 8.2 The operation ⊕ is commutative. For u and a in ∇k−1,

u⊕ a = a⊕ u

Proof.

u ⊕ a = C(u1a1, u2a2, ..., ukak)

= C(a1u1, a2u2, ..., akuk)

= a ⊕ u

Property 8.3 The operation ⊕ is associative. For u, a, and z in ∇k−1,

(u⊕ a)⊕ z = u⊕ (a⊕ z)

Proof.

(u ⊕ a) ⊕ z = C(u1a1, u2a2, ..., ukak) ⊕ z

= C(u1a1z1, u2a2z2, ..., ukakzk)

= u ⊕ C(a1z1, a2z2, ..., akzk)

= u ⊕ (a ⊕ z)

Theorem 8.1 ∇k−1 is a vector space with addition defined by the perturbation operator and scalar multiplication

defined as ua = C(ua
1 , u

a
2 , ..., u

a
k, ) for the scalar a.

Proof. To show ∇k−1 is a vector space the four following properties must hold.

1. There is an identity scalar multiplier.

Clearly, a = 1 is the identity scalar multiplier.
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2. Scalar multiplication is associative,

(ua)b = (C(ua
1 , u

a
2 , ..., u

a
k))

b

=

�
ua

1
�k

i=1 ua
i

,
ua

2
�k

i=1 ua
i

, ...,
ua

k
�k

i=1 ua
i

�b

= C





�
ua

1
�k

i=1 ua
i

�b

,

�
ua

2
�k

i=1 ua
i

�b

, ...,

�
ua

k
�k

i=1 ua
i

�b




= C
�
uab

1 , uab
2 , ..., uab

k

�

= uab

3. (u⊕ z)a = ua ⊕ za

(u⊕ z)a = [C(u · z)]
a

=

�
u1z1

�k
i=1 uizi

,
u2z2

�k
i=1 uizi

, ...,
ukzk

�k
i=1 uizi

�a

=

�
(u1z1)

a

�k
i=1(uizi)a

,
(u2z2)

a

�k
i=1(uizi)a

, ...,
(ukzk)

a

�k
i=1(uizi)a

�

= C (ua · za)

= ua ⊕ za

4. ua+b = ua ⊕ ub.

ua+b =

�
ua+b

1
�k

i=1 ua+b
i

,
ua+b

2
�k

i=1 ua+b
i

, ...,
ua+b

k
�k

i=1 ua+b
i

�

= C
�
ua · ub

�

= ua ⊕ ub

Theorem 8.2 Let u and z be elements of ∇k−1, and θ = alr(u) and φ = alr(z). Then �u, z� = θ
�

N−1φ is an

inner product.

where N = Ik−1 + jk−1 j
�

k−1.

Before proving the theorem, we first show the following proposition.

Proposition

N−1 =

�

Ik−1 −
1

k
jk−1 j

�

k−1

�

Proof of Proposition. From Rao (1973, p. 33), for A a nonsingular matrix, and U and V two column vectors,

then
�
A + UV

�

�−1

= A−1 −
(A−1U)(V

�

A−1)

1 + V
�

A−1U
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Applying this result to compute N−1 we obtain the following.

N−1 =
�
Ik−1 + jk−1 j

�

k−1

�−1

= Ik−1 −
(Ik−1 jk−1)(j

�

k−1 Ik−1)

1 + j
�

k−1 Ik−1 jk−1

= Ik−1 −
jk−1 j

�

k−1

1 + (k − 1)

= Ik−1 −
1

k
jk−1 j

�

k−1

Note that N−1 is symmetric.

Proof. To show this operation defines an inner product, the following conditions are required

1. �u, z� = �z,u�

�u, z� = θ
�

N−1 φ

=
�
θ
�

N−1 φ
��

(since the product is a scalar)

= φ
�

N−1 θ

= �z,u�

2. �u⊕w, z� = �u, z�+ �w, z� for u,w, z ∈ ∇k−1.

�u⊕w, z� = (θ + η)
�

N−1 φ

= θ
�

N−1 φ + η
�

N−1 φ

= �u, z�+ �w, z�

3. �ua, z� = a �u, z� for a scalar a.

Recall θ = log
�

u−k

uk

�
. So, alr(ua) = aθ. The inner product is written as follows:

�ua, z� = aθ
�

N−1 φ

= a �u, z�

4. �u,u� ≥ 0, for all u ∈ ∇k−1.

�u,u� = θ
�

N−1 θ

N is positive definite, hence N−1 is p.d. This implies

θ
�

N−1 θ ≥ 0

for all u ∈ ∇k−1.
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5. �u,u� = 0 only if u = Ik−1.

Since N−1 is p.d.

θ
�

N−1θ = 0 ⇔ θ = 0k−1 ⇔
ui

uk
= 1

for all i = 1, 2, ..., k. This implies the elements of u are all equal. Since u ∈ ∇k−1,

u = (1/k, 1/k, ..., 1/k) = Ik−1

All the conditions are satisfied, and �, � defines an inner product on ∇k−1.

Theorem 8.3 The norm on ∇k−1 defined by the inner product is invariant to permutations of the components

of u.

Proof. To show that the norm is invariant to permutations, we will show that it is symmetric in all k

components of u. Let a = log(u). Then,

θ = log

�
u−k

uk

�

= [Ik−1 | −jk−1] a

We then get the following expression for �u,u�.

�u,u� = θ
�

N−1 θ

= a
�

�
Ik−1

−j
�

k−1

� �

Ik−1 −
1

k
jk−1 j

�

k−1

�

[Ik−1 | −jk−1] a

= a
�




Ik−1 −

1
k jk−1 j

�

k−1

−j
�

k−1 +
k−1

k j
�

k−1



 [Ik−1 | −jk−1] a

= a
�




Ik−1 −

1
k jk−1 j

�

k−1 −jk−1 +
k−1

k jk−1

−j
�

k−1 +
k−1

k j
�

k−1 k − 1− k−1
k (k − 1)



 a

= a
�




Ik−1 −

1
k jk−1 j

�

k−1 − 1
k jk−1

− 1
k j

�

k−1 1− 1
k



 a

= a
�

�

Ik −
1

k
jk j

�

k

�

a

This shows that �u�2 is symmetric in all components of a = log(u). So, the norm defined by the inner product

above is invariant to the ordering of the elements of u.

Theorem 8.4 ∇k−1 is a Hilbert space (a complete, inner product space).

Proof. It remains to show completeness of the space. That is, we require that every Cauchy sequence, {zn} ∈

∇k−1, converges in ∇k−1.
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Suppose {un} ∈ ∇
k−1 is a Cauchy sequence. Then, for every � > 0, there is an integer, N , such thatm,n > N

imply �um � un� < �.

Let θn = alr(un). Then θn ∈ �
k−1 for all n. Note the for the norm defined above

�um � un�
2 = (θn − θm)

�

N−1 (θn − θm)

= (θn − θm)
�

�

Ik−1 −
1

k
jk−1 j

�

k−1

�

(θn − θm)

≤ (θn − θm)
�

(θn − θm)

with equality holding only when θn − θm is equal to the zero vector. Note that this final expression, (θn −

θm)
�

(θn − θm) =
�k−1

i=1 (θni−θmi)
2 is the square of the usual L2 norm for vectors in �k−1. By the completeness

of �k−1 (under L2 norm), the limit of {θn − θm} ∈ �k−1. By the inequality above, limit points under the L2

norm are also limits under the norm defined above. Further, since the alr(·) transform is bijective all limit points

in �k−1 can be transformed to points in ∇k−1. Hence, any Cauchy sequence in ∇k−1 (as measured by the norm

defined on ∇k−1) has a limit in ∇k−1, and ∇k−1 is complete. So, ∇k−1, with the perturbation operator and

scalar multiplication is a Hilbert space.
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Figure 1: Graphical display of 3 three-part compositions in a ternary diagram. The points shown correspond to

compositions of (1/3, 1/3, 1/3), (0.80, 0.15, 0.05), and (0.96, 0.03, 0.01). The numbers on the figure denote

the distances between the points.
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Figure 2: “Regression lines” for different parameter vectors.
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Figure 3: 30 realizations from a logistic normal model with ξ = (0.7, 0.2, 0.1) and Σ = 0.2N
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Figure 4: 30 residuals from a logistic normal model. Estimated location parameter vector ξ̂ =

(0.659, 0.216, 0.125).
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Figure 5: Realizations from a linear regression model for compositions. Regression parameter vector

(0.40, 0.35, 0.25)
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Figure 6: Comparison of first-order autoregressive processes. AR parameters are 0.2, 0.6, 0.95, and 1, respectively.
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Figure 7: Figure (a), on the left, shows a single composition of (0.40, 0.20, 0.10, 0.05, 0.25). Figure (b) shows

realizations from two distributions. Note that the dotted lines joining constant radii represent the coordinate

axes. These denote “tick marks” at 0.2, 0.4, 0.6, 0.8, and 1.0, respectively.
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• OV  Omnivore - 50% Veg

SV  Specialist - 50% Veg

CV  None - 50% Veg

OC  Omnivore - Control

SC  Specialist - Control

CC  None - Control
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Figure 8: Location parameter estimates for the six experimental treatments.
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CC  None - Control

Figure 9: 95% credible regions for the location parameter estimates.
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Figure 10: Point estimates and 95% credible regions for omnivory by vegetation interaction.
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Figure 11: Benthic sample locations in the Delaware Bay. The sample locations are identified by their station

ID number. The area of the hexagon at each site is proportional to the number of benthic organisms observed.

The background shading denotes the depth.
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Figure 12: Observed benthic invertebrate compositions from Delaware Bay. The numbers denote the sample

location, while the plotting symbol indicates the measured salinity at the sample site.
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Figure 13: Point estimate and 95%credible region for salinity regression parameter composition. The point

estimate is (0.33, 0.38, 0.29) indicating increasing proportions of intolerant organisms and decreasing palp worms.
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Figure 14: MCMC realizations for the spatial dependence parameter, λ. The median for λ is 0.60, and the mode

is about 0.80. The × indicates the mean of the realizations of 0.63.
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